
Heterogeneity for the Win:
Communication-Efficient Federated Clustering

Abstract

• We explore the unique challenges and opportunities of clustering on 
federated networks.

• We develop 𝑘-FED, based on the classical Lloyd’s method and show 
that, 
- Heterogeneity can be useful: Analyze k-FED under a center separation 
assumption where the number of clusters per device 𝑘′ is smaller than 
the total clusters over the network,𝑘, we can use heterogeneity to our 
advantage—significantly weakening the cluster separation requirements.

- Practical benefits: Compute-lite, communication-efficient, asynchronous 
and can naturally handle node/network failures.

Background: Spectral Clustering, Lloyds Algorithm

Background: Clustering and Center Separation

𝑘-means Clustering.
• Given: data matrix 𝐴 ∈ 𝑅!×# and 𝑘 > 0 an integer. 

(Each row 𝐴$ a 𝑑-dimensional data point). 
• Objective: Partition data into 𝑇%, 𝑇&, … , 𝑇' to minimize: 
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Separation Based Cluster (Mixture of Gaussians)
• Given: Data from mixture of two gaussians 𝑁 𝜇%, 𝜎% , 𝑁 𝜇&, 𝜎& .
• Objective: Separate into 𝑇%, 𝑇& based on which mixture data is from.
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Random variables 𝑋, 𝑌 from different cluster,
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Separation assumption: 
𝜇% − 𝜇&

&
≥ 𝑐𝑑 𝜎%& + 𝜎&& .

Algorithm: Sort pairwise distance and match points.

• [Awasthi-Sheffet] Analysis of Lloyd’s algorithm in a deterministic setting 
with a center separation assumption.

• Given: Data matrix 𝐴 ∈ 𝑅!×# and 𝑘 > 0 an integer. 
Objective: Recover target partitions 𝑇%, 𝑇&, … , 𝑇'
Algorithm: A slight variant of Lloyd’s algorithm.
Assumption:
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Here 𝐶 is a matrix with row 𝐶$ = 𝜇 𝑇( for 𝑟 such that i ∈ 𝑇( .
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points correctly classified.
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analogues to 𝜎( in Gaussian case. Infact the 

framework subsumes the mixture of gaussian case among others.
• Now require 𝑂 𝑘𝜎 separation as opposed to 𝑂 𝑑𝜎 .

Algorithm 1: The clustering algorithm presented by Awasthi and Sheffet.
𝑘-FED uses this as a subroutine.

Algorithm 2: The central aggregation/cleanup part of 𝑘-FED.

𝑘 −FED: Clustering over Federated Network

• Given: Data generated on devices in a network. 
Objective: Partition data into 𝑘 target clusters.
Algorithm: 

Stage 1 – each device runs Local 𝑘-means and sends partial 
clustering to central server (Algo 1).
Stage 2 – sever aggregates and generates final clustering. (Algo 2) 

Assumptions:
- Each device has data from 𝑘2 ≪ 𝑘 clusters.
- Active separation:
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- Inactive separation:
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• Better to use 𝑘-FED when 𝑘2 = 𝑂 𝑘 .
• Communication Eff: Only one round of communication required.
• Compute-lite: The client-side algorithm is a variant of Lloyd’s and only 

executes once on each device.
• Asynchronous: No need to synchronous across devices. Each device 

sends its clustering estimate at its pace.
• Device failures/stragglers: Newly awake devices can participate with 

only server-side computation.

Figure 1: Heterogeneity helps: We compare clustering on IID vs. non-IID partitions and 
find that clustering with heterogeneous data leads to lower k-means cost ratio. Non-IID 
partition based on labelling information or other heuristics. Refer to manuscript for more 
information.


